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Gradient SplitMulti-task Human Image Analysis

• Our goal is to train a unified model that solves multiple 
human-related tasks while avoiding the task conflict 

• Multi-task network provides a rich explanation of 
person-body images, including attributes, pose, part 
masks, and identity

Practical setting: the multi-task networks are trained 
across datasets and each dataset does not necessarily 
have exhaustive annotations for all tasks

Task Conflict

Multi-task learning can encounter task conflicts, e.g., 
when jointly training identity-variant (body attributes) 
and identity-invariant (body pose) tasks 

Cross-Dataset Analysis

Four-Task Analysis

GradSplit achieves a better accuracy-efficiency trade-off: It minimizes 
accuracy drop caused by task conflicts while significantly saving 
compute resources in terms of both FLOPs and memory at inference 

• Inter-task relation definition 

When training along with another task B, if relative accuracy change of task A is
smaller than a threshold (e.g., -0.01), then task B has a negative impact on task A

GradSplit achieves higher 
cross-dataset accuracy 
compared to single-task and 
other multi-task networks 

• Evaluate Attribute accuracy on 
another dataset where models 
are not trained for Attribute task

• Inter-task Relationship based Gradient Update 

We divide parameters of shared backbone into T groups for T tasks. GradSplit updates
parameter 𝜃! using the gradients from only a subset of tasks {𝑡"}, where the relationship
task 𝑡′ → 𝑡 is not negative, while discarding gradients from the other tasks.


